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ABSTRACT
Voice assistants (VAs) have proliferated in the last 10 years. They are now used to support a wide
range of tasks and activities across different domains. Effective evaluation of VA usability is critical
for sustained user adoption and acceptance. Current approaches for assessing VA usability largely
make use of traditional technology-agnostic measures and heuristics. We argue that this not only
overlooks the unique affordances and nuances of voice interaction usability, but also fails to provide
meaningful feedback for designers and developers. That is, usability measures for VAs should focus on
unique affordances of voice interfaces and conversational interactions. Given the ubiquitous adoption
of VAs, there is a pressing need for standardized and context-specific usability measures for VAs. In
recent years, a number of emerging systems, such as mobile health (mHealth) apps, have focused on
developing domain-specific usability measures and evaluation criteria. We believe a similar approach
will lead to more robust and nuanced usability measures for VAs as well.
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INTRODUCTION
Over the last decade, voice assistants (VAs) have become more ubiquitous and mainstream, increasing
in both affordability and functionality [8, 13]. Google reported that nearly 1 billion devices of their
consumer devices would be voice assistant compatible by early 2019, up from 500 million the previous
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year [2]. Reports similarly indicate that over 100 million Amazon Alexa devices were sold around the
same time period [1]. While terminology for VAs varies widely across disciplines, following Sezgin et
al. [20] we define a VA as a device “programmed with some type of artificial intelligence capable of
two-way dialogue, differentiating this from one-way voice technology”.
Existing literature points to both the utilitarian and hedonic benefits of VAs [22]. These benefits

along with other underlying factors have been shown to underpin the usability, and thereby use and
adoption, of VA technologies [22]. However, research on evaluating the usability of VAs lags far behind
technical developments. To date, there are no standard or well-defined metrics for evaluating the
usability of VAs [10, 22]. The lack of any standardized measures for evaluating the usability of VAs
significantly inhibits researchers’ ability to meaningfully evaluate these systems.

In this paper, we argue that existing approaches to evaluating VA usability are insufficient for pro-
viding meaningful feedback to designers and need to more directly account for the unique affordances
of voice interaction. We present a brief review of existing usability evaluation work in this domain, and
highlight limitations which we propose future work should address. Finally, we contend that context-
specific measures developed for usability assessment of other emerging technologies (e.g., mHealth
apps) serve as a useful foundation upon which researchers can develop robust, multidimensional
scales for assessing the quality of VA systems.

CURRENT APPROACHES
Leveraging Existing Usability Measures
Since its inception, the System Usability Scale (SUS) [3] has been widely used by the HCI community
to assess usability of a wide range of technologies. While prior studies have used SUS to evaluate
usability of VAs [6], others have questioned the validity of using SUS for VAs. Zwakman et al. [22]
argue that the evaluation criteria targeted by SUS are too heavily oriented towards graphical interfaces
to appropriately translate to voice interface evaluation. To mitigate this gap, they proposed an adapted
version of SUS developed specifically for VAs. Holmes et al. [7] contend that SUS lacks sensitivity
to issues specific to voice interfaces . Apart from SUS, a number of other usability evaluation tools
are also available, including The Usability Metric for User Experience (UMUX) [5], The Computer
System UsabilityQuestionnaire (CSUQ) [12], Post-Study System UsabilityQuestionnaire (PSSUQ)
[11], Software Usability Measurement Inventory (SUMI) [9], and many others. However, to our
knowledge, none of these scales have been applied widely to assess usability of VAs.

Heuristics
Recent work has also used expert-based heuristics to evaluate usability of VAs [17]. Heuristics consist
of sets of guidelines that can support expert evaluators in their task and improve their ability to spot
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flaws in the target interface. An evaluation using heuristics or ergonomic criteria is both analytical
and predictive, comparing the characteristics of an interface to principles or desirable ergonomic
dimensions to hypothesize its likely use [19]. Expert-based usability evaluations allow for efficient
assessment of an interface at several phases of its conception and can be used in a diverse range of
evaluative scenarios (e.g., during the design phase, to audit a pre-existing interface, or to improve a
product before moving forward with user tests). Heuristic and guideline evaluations are widely used
thanks to their intuitiveness and ease of implementation.
However, these evaluations are traditionally based on subjective opinions which contributes to

variability when comparing similar systems. Furthermore, they are limited by their relative inaccessi-
bility to non-experts [16]. Moreover, Scapin & Bastien [19] explicitly warned that their ergonomic
criteria might not be valid to assess an interface based on new technology since their inspection only
reflected interactive system features for which ergonomic knowledge existed at the time. In other
words, naively using generic heuristics and ergonomic criteria may not be adequate to assess the
usability of emerging technologies including VAs given their unique affordances.

UNIQUE AFFORDANCES OF VAS
Advances in artificial intelligence and deep learning technologies such as natural language processing
and speech recognition provide more flexible opportunities for users to interact with VAs through
dialogues and conversations [20]. In contrast to traditional technologies that rely on graphical inter-
faces to facilitate user interaction (e.g., scrolling, swiping, and clicking), VAs operate by awaiting a
keyword to “wake," before capturing the user’s voice input, conducting natural language processing
to interpret user input, and responding back with a dialogue or completed task. Prior work has shown
that voice-interfaces are distinctly different from their graphical counterparts and give rise to unique
usability issues, such as the ability to understand non-conversational cues (i.e., pauses in the middle
of a conversation), difficulty with back and forth navigation, and increased cognitive workload due to
the absence of visual feedback [4, 10, 14].
Observations of users’ interactions with VAs show that talking to these sytems leads users both

to change their attitudes to accommodate an inanimate object and to give human traits and inter-
pretations to some of the VAs features [17]. For example, users take turns in talking, simplify their
commands and decrease background noise when uttering a command to maximize the chances of
success. On the contrary, when a VA takes too much time to answer, the silence is interpreted as a
sign of trouble and leads users to describe the system as “not liking something” [18]. Because VAs
leverage a form of modality that is primarily used for human-to-human interaction, users may be
inclined to project anthropomorphic qualities onto their interaction with VAs, potentially eliciting
emotional responses such as distrust in users when the VAs response misaligns with their expectations
[17]. Nass et al. [15] found that experienced computer users consistently applied social rules to their



Context-Specific Usability Measures for Voice Assistants

interactions with voice interfaces. These observations indicate that as technology evolves to increase
the accuracy of both understanding and uttering human speech, the use of voice interface is creating
a new kind of interaction with unique expectations from users, which the designers of VAs need to
address.
For example, Nowacki et al. [17] proposed an improved set of ergonomic criteria for voice user

interfaces, building upon the heuristics established by Scapin & Bastien [19] while also incorporating
advice from 26 design guidelines for voice user interfaces from both academic and professional sources.
They added and modified criteria to directly address the interface between VAs and social context
and conversations, which have criteria that apply specifically to voice interfaces due to the social
context (e.g. compatibility, personality). They also de-emphasized criteria that more heavily focused
on visual cues in the original guidelines (e.g. legibility, significance of codes). This work highlights
the importance of establishing new expectations and standards as VAs add more functionalities and
become more ubiquitious.

TOWARDS BETTER USABILITY MEASURES FOR VOICE ASSISTANTS
Thus far, usability evaluation for VAs has primarily consisted of either adapting widely-accepted
usability measures or developing domain-specific heuristics. We argue that there is a need for novel
VA usability evaluation tools that balance the affordances of both approaches while still appropriately
accounting for unique affordances of voice interaction. Toward this goal, we think the designers of
VAs can leverage recent work on domain specific usability measures for emerging technologies.

For example, Stoyanov et al. [21] aimed to assess multidimensional measure of mHealth app
quality by developing the Mobile Application Rating Scale (MARS). They focused on providing a
more comprehensive assessment of user experience for mHealth apps. They conducted a systematic
review of existing applications, which lead to 349 identified evaluation criteria. A panel of experts
then grouped these criteria into six categories. These six categories provided both broad usability
measures and domain specific heuristics. While the scale development process relied heavily on
expert knowledge, the resulting scale is easy-to-use and requires minimal training to be used by
non-experts. However, the scale is still able to provide useful insights into the unique affordances and
user expectations into mHealth apps.

We believe that a similar approach that focuses on both the broader usability concerns and unique
affordances of VAs can lead to better usability assessment methods. That is, we should collect data
about different tasks and activities supported by VAs to identify needs and requirements that vary
across contexts. We can then use the collected data to define broad usability aspects of voice interac-
tions as well as nuanced domain specific needs (e.g., information retrieval, entertainment, interaction
support for children).
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WORKSHOP OUTCOMES
Our work contributes to the discussion of conversational user interface design, focusing specifically on
context-specific tools, methods, and practices. In proposing a paradigm shift in how HCI researchers
and practitioners evaluate the usability of voice assistant technologies, we hope to work towards
bridging the gap between academic and industry approaches in this domain while making space for the
unique and multi-faceted affordances of voice-based interactions. Our fellow workshop participants’
collective expertise will help us to explore the following research directions: 1) establish the current
state-of-the-art of usability evaluation of VAs in academia and industry, 2) determine the criteria for
VA usability evaluation informed by both experts and practitioners, and 3) identify novel methods
and procedures toward developing usability measures for VAs.
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